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TALK ON
Machine Learning and Deep Learning Systems: Low-Energy VLSI Architectures and Applications

Abstract: Machine learning and data analytics continue to expand the fourth industrial revolution and affect many aspects of our lives. This talk will explore machine learning applications in data-driven neuroscience, and low-energy implementations of machine learning and deep learning systems. Data-driven neuroscience can exploit machine learning approaches including deep learning to generate hypotheses associated with biomarkers for specific neuro-psychiatric disorders. In the first part, I will talk about use of machine learning to find biomarkers for epilepsy. In the second part of the talk, I will talk about approaches for energy-efficient implementations for both traditional machine learning and deep learning systems. I will talk about the roles of feature ranking and incremental-precision approaches in reducing energy consumption of traditional machine learning systems. I will then talk about reducing energy consumption in deep learning systems. I will describe our recent work on Perm-DNN based on permuted-diagonal interconnections in deep convolutional neural networks and how structured sparsity can reduce energy consumption associated with memory access in these systems.
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TALK ON
Cognitive Computing on Heterogeneous Hardware Systems for the AI Revolution

Abstract: Many envision that AI (artificial intelligence) will usher in the next iteration of technology revolution, where humans and machines will work side-by-side to augment, enhance, or accelerate our ability to analyze, learn, create, and think. There are successful stories emerging fast already, such as IBM Watson, Microsoft HoloLens, and Google AlphaGo. One essential component to enable the new AI revolution is IoT (Internet of Things). Cognitive computing can learn from the rich IoT data, reason from models, and most importantly interact with us to perform complex tasks (ranging from healthcare to education to financial services) better than either humans or machines can do by themselves. Meanwhile, high-performance computing would be of paramount importance to help achieve the grand vision of cognitive computing. In this talk, Prof. Chen will share his recent research results on machine learning, reconfigurable computing, GPU computing, and cognitive application benchmarking. He will also present his recent work on extremely fast software and hardware modeling and the automated software/hardware co-design for accelerating cognitive computing workloads. Compelling AI applications will be introduced as well, such as autonomous driving and facial recognition.
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TALK ON
Wireless Signal Processing at AI Era

Abstract: About 8 years ago, there were one paper asked the question and talked about “is PHY research dead?”, of course, you can imagine that the conclusion from a wireless researcher definitely will be not, the paper also proposed quite a few innovation directions, such as short code, impairments of mmWave which are actually the key features of 5G now, which also talked about “wireless research is not as vibrate as before”, “implementation” should be taken more attentions. 8 year later, if we revisit this question, we see the trend that wireless system become extremely complex on the standard and also implementation, industry wants to re-shape the wireless eco-system with open architecture and interface, power efficiency and higher frequency became the focal point of wireless implement, for signal processing side, AI technology is emerging which become another toolbox for wireless research but the directions are not clear on what can be done and what should done. In this talk, will talk about the problem in wireless system, where AI techniques can be applied such as on channel estimation, on MAC scheduler, on massive MIMO beamforming, the possibility and challenge to bring that into reality, as well as from design perspective, how could we apply wireless signal processing + AI processing together to solve practical problem on radar sensing, how can we combine wireless processing and AI processing together on same processor.